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Introduction

Previous Related Work

• Recently, the robustness of CNNs have been questioned 
by adversarial attacks -- imperceptible perturbations 
added to the original image, such that the CNN classifies 
incorrectly.

• Most attacks are imperceptible under some arbitrarily 
small perturbation (e.g. defined by an Lp norm). We 
introduce two natural perturbations reframed under an 
adversarial context, based on human perception, which 
allows study of large and small attacks.

• A new image dataset depicting objects under camera 
shake and pose change is presented. Collected with 
drones, it has large overlap with ImageNet classes to 
enable attacks on ImageNet trained CNNs.

• A dataset of image pairs deemed imperceptible under the 
proposed methodology is provided.

• Ultimately, current CNNs are vulnerable to attacks 
implementable even by a child, and such attacks may 
prove difficult to defend.

Some examples of popular adversarial attacks. While efforts 
are made for indistinguishability, human imperceptibility is 
not quantified unlike in the work presented here. 

Figure 1. One of the first adversarial examples (Goodfellow Et al.[1] ).

Figure 3. A targeted, real world adversarial attack; a 3D printed turtle designed to 
classify as “rifle” (from Athalye Et al.[3] ).

Figure 2. A physical adversarial attack, from Eykholt Et al.[2] References
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• A new dataset is used to study a class of human-based, 
semantically imperceptible attacks. 

• Unlike previous works, we study both small and large 
perturbations based on camera shake and pose variation. 
A new framework is used to characterize imperceptibility.

• We show that these attacks proposed are easy to 
execute, but difficult to defend.

• The Amazon Turk based framework can be used to 
characterize many other types of future attacks. 

Figure 8. Examples of various adversarial attacks, fooling classifiers constructed 
with AlexNet, VGG, or ResNet with defenses in table 1. Perturbations of all sizes 
can fool a large number of models.
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Dataset available at:  svcl.ucsd.edu/projects/OOWL

Dataset Collection
Image Dataset Composition

• Pictures of 500 objects at 8 different angles, taken by 
drones. Each object has a predefined frontal angle.

• 30 images taken per angle, total of 120,000 images.
• Objects are evenly divided into 25 classes, such as 

“backpacks”, “bottles”, and “shoes”.
• Each picture annotated with class, pose, blurriness 

level (0 to 2), and bounding box.

Figure 4. 
(a) Drone capturing images during flight. 
(b) Examples of varying levels of camera 
shake as the drone hovers.
(c) Example images collected per 
viewing angle. 

Figure 5. Two example pairs from the Turk experiment. (a) is shown for 750 ms and 
disappears afterward. (b) Distractor task: count dots of some color. (c) is then 
presented, along with the question.

Imperceptibility Annotation
• Turkers are presented pairs of images, and asked one of 

two questions.

1) “Are these images identical?”  If so, we have an 
“Imperceptible Perturbation”(IP): Pictures appear 
the same, down to the pixel level.

2) “Are the objects in these images the same?”  If so, 
we have an “Semantically Imperceptible 
Perturbation” (SIPs): Image pairs are clearly 
different, but the objects depicted are the same.

• A simple distraction task is presented between showing 
the two images to prevent trivial memorization.

Experiments & Findings
Attacks and Defenses

• We try to attempt real-world manipulations attacks on 
CNNs, with indistinguishable image pairs (table 1).

• Various current defense methods used (figure 6).
• Training is on either ImageNet, only frontal images of 

defense dataset, or the entire defense dataset.
• Pose variation is the most dangerous attack, and no 

current defense are completely effective. Instead, data 
collection seems to be most beneficial.

• Gradient defenses are less effective when camera 
shake and pose images are added. This supports the 
hypothesis that gradient defenses mostly push 
examples to the edge of the natural image space, 
which are useful in traditional attacks but not in the 
case of natural perturbations.

Table 1. Recognition 
rates for camera 
shake and pose 
variation attacks, 
under several 
defense and training 
datasets. Averaged 
over AlexNet, 
ResNet34 and 
VGG16.

Figure 7. Class recognition rates,  
for PV (pose variation) and CS 
(camera shake) attacks. 

Transformation Defenses
 Affine: Random affine transformations 

with rotation less than 15 degrees. 
 Blur: Gaussian blur kernel with 

random standard deviation in [0, 0.6].
 Blur-Affine: Affine and blur.
 Worst-of: The worst-of-K method of 

[4]. Ten affine transformations are 
randomly sampled and the one of 
highest loss is selected.

 Color Jitter: Image saturation and hue 
transformation according to [5].

Gradient Defenses
 FGSM: Fast gradient sign method [6].
 ENS: The ensemble adversarial 

training method of [7].
 IFGSM: The iterative fast gradient sign 

method of [8]. 

Figure 6. Methods used to defend 
against adversarial attacks.
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